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ABSTRACT position of the melody and that of the ornamentetbdy

be identical. Unless a system of consistent opmratin
This paper describes a melody morphing method thaerms of melody, rhythm, and harmony is developlee,
generates an intermediate melody between a meludly aresulting splitting position may be different.
another melody with a systematic order according to With regard to how the software should reflect tiser's
certain numerical measure. Conventional music segue intentions, we take an example of composing a nyelod
software only operates on the surface structurausic, where it is supposed that a user wants to arrargiedy
such as its notes and rests. The time-span traehw$h A by adding some musical nuances to it and he/sbesk
acquired from the music surface by using a mugon  melody B has such nuances. If a user could ugstens
called GTTM (Generative Theory of Tonal Music), accepting a morphing command, issuing a simple
enables us to analyze the deeper structure. Ouroghet command, for example, "add the nuance of melody B t
makes it possible for one melody to be morphed intanelody A", can accurately convey a user's intentima
another melody by using a melody divisional redutti morphing system. As a result, the system generates
that applies meet and join operations to the GTiwt  multiple melodies approaching from melody A to B by
span trees. Experimental results show that our hiogp little and little. The advantage of morphing is ooty its
method makes it possible to generate intermediatsimple and accurate transferability and maniputsidiut

melodies between two melodies. also its ease of understanding the relationshipvemet
inputs and outputs. Our system exploits melody tmagp
1. INTRODUCTION to make it possible for novices to create melodies

reflecting their intensions.

Our_ goal is to qreate a syst.em that will gnable@|ml Previous music systems [5-7] have their own way of
novice to manipulate a piece of music, which is an

ambiguous and subjective media, according to hiseor music analysis, from which it is difficult to acgei

. . . o 5 : deeper musical structures, and thus these systemns a
intentions. We bglleve that itis |mpor§ant o makazossmle difficult to manipulate according to the user'sintton.
to create a musical system for musical novicesdhat

1) easily manipulate a piece of music, and On the other hand, Hirata [8] defined a represiemtat
1Sy P . pie ' method and primitive operation for polyphony, ahit
2) mirror the user's intentions.

Note that the higher the abstraction level of thgcts de\ie:jopment |.nd|ca|1tes. thhe potential for constrgctn
for manipulating the music is, the more difficult i ||”nerc])_ yarrangmgdagolnt rr:j lod hi hod
becomes to reflect the user's intentions. For el&niip n this paper we developed a melody morphing metho

is difficult for musical novices to manipulate musvith in which we input monophonies A and B and then
. ; P generate intermediate melodies between melodiesdA a
commercial music sequence software that only opsrat

: . X B with a systematic order according to a certain
on the surface structure of music, that is, thehpand . o
e ’ ' numerical measure by configuring the parameters tha
note-on timing of each note. On the other hand y guring P

Garageband [1] can create a piece of music thou etermine the level of influence of the features of
arag . : . P ) Yhelodies A and B. As part of this overall methods w
simple manipulations, i.e., by just concatenating-p

stored phrases. However. when we want arrange devised the melody divisional reduction method to
ed p ‘ . ' NI & duce the notes of melody A in the difference bhaof
portion of a melody in a phrase, we have to maaigul

the surface structure of the music, and a musioeice the time-span tree of melodies A and B.

would find it difficult for the software to mirrohis or

her intentions in such a case. 2. GTT™M

We constructed a system that will enable a musicalce

to manipulate a piece of music by using a musiorthe Melody morphing uses time-span trees acquired by
called the Generative Theory of Tonal Music (GTTR[  analysing the results of the Generative Theory afial
We have previously developed a system of musigysisal Music (GTTM). In this section, we briefly describe
based on GTTM called FATTA [3-4]. FATTA can GTTM. GTTM is composed of four modules, each of
generate a time-span tree as the result of a GTia@Wsis. which assigns a separate structural descriptiora to
GTTM consistently represents multiple aspects ofimu listener's understanding of a piece of music. THese

in a single framework. This feature is importantewh modules output a grouping structure, a metricaicstire,
the musical system is to assist a musical novice im time-span tree, and a prolongational tree, rdispbc
manipulating musical structures. For instance, & w (Figure 1). The time-span tree is a binary treackvis a
imagine a simple operation that splits a melodg,ghplit  hierarchical structure describing the relative el
operations may vary depending on the relevant ralisicimportance of notes that differentiate the esskptats
structure. Therefore, it is preferred that thetSpty  of the melody from the ornamentation.



M ) 3. MORPHING METHOD BASED ON GTTM
Time-span tree

m@ﬁ,ﬁﬁ Initial melody A, target nuance melody B, morphing

o /‘ /""* i = #] i result melody C , and the morphing method must meet
$rorotiotorotoorororoie:s — Metricalstructure the following conditions. 1 and 2 are conditions fo
: - : J — Grouping structure melody C, 3 and 4 are conditions for the method.

Figure 1. Time-span tree, metrical structure, and 1. The similarity between A and C is closer thaat thf
grouping structure. A and B and the similarity between B and C is dose

2.1. Abstraction of melody than that of A and B.

o 2. When B is the same as A, C will be the same.as A

3. The output of multiple melodies C depend on the
parameters that decide the level of influence @& th
features of melodies A and B.

r

Figure 2 is an example of abstracting a melody digygua
time-span tree. In the figure, there is a time-dpam from
melody D, which embodies the results of the GTTM
analyses. In the time-span tree, the importantsnate
connected to a branch nearer the root of theltremntrast, 4- C will be a monophony if A and B are monophonies
the un-important notes are connected to the leaf/dise

tree. We can obtain an abstracted melody E byglitie ~ 3.1. Overview of melody mor phing method

tree in the middle and omitting notes that are eoted to  Thg meaning of morphing is to change one image into
branches under line E. In the same manner, if ioe 81€  jnother through a seamless transition. For exanaple,
tree higher up at line F, we can get a more alisflaC morphing method for a face picture can create
melody F. We can regard the abstraction of mel&dy a jntermediate pictures through the following operasi.

kind of melody morphing, because melody E iS &My qi characteristic points such as on the epese,
intermediate melody between melody E and melody F. etc, in the two pictures (Figure 4a)

2) Rate the intensities of shape (position), cqlets, in
/ Line F each picture.
/// \\\\\\ Line E 3) Combine the pictures.

Welody D 22 [ITINTRNN Similarly, our melody morphing method creates

” == = intermediate melodies with the following operations
ooty £ Ao sy T oL L0 ot T m 1) Link the most common information of the timesspa
Melody F s = trees of two melodies (Figure 4b).

: i S ' o7 2) Abstract the notes of a melody in the difference

Figure 2. Abstraction of melody. branch of the time-span tree by using the melody

divisional reduction method.

) ) 3) Combine both melodies.
In order to realize the melody morphing, we use the

primitive operations of the subsumption relatiomigen ~ The melody morphing method is illustrated in Figbire
asC ), meet (written as ) and join (written as! ), as
proposed in Hirata [8]. The subsumption relation
represents the relation "an instantiated objéct™an
abstract object” (Figure 3a). For example, thetigriahip
amongTp, Tg and Tg, which are the time-span trees (or
reducted time-span trees) of melodies D, E and F in
Figure 2, can be represented as follows:

Te CTe CTp
The meet operator extracts the largest commonopdite  3.2. Linking common information of the melodies
most common information of the time-span treesvad t
melodies in a top-down manner (Figure 3b). Thegpierator

joins two time-span trees in the top-down manndoras as
the structures of two time-span trees are consigtigiure 3c).

2.2. Primitive operations using time-span trees

E MEEEEE E, ‘ ;éﬁ

Figure 4. Examples of linking two pictures / melodies.

By using the time-span tre€gandTg from melodies A and

B, we can calculate the most common informalign Tg

which is not only the essential parts of melody W &lso

those of melody B. The meet operatidpq M Tz are
() T/Ae\(b) TB/?\ TA/e\(C) % abstracted fronT, andTg, and those discarded notes are

A . regarded to be trefference information ofT, andTg.

% E3— :

We use FATTA [4] to generate a time-span tree feom

nstantiatin Abstracﬂin TanTs é TA|_|TB/€\ score automatically. We restrict the music struettor
<=g> monophony, because FATTA only allows monophony
: > : % input. From now on, we use a word 'melody' onljitas

Figure3. Examples of subsumptién meet and join- . pertains to monophony.
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Figure5. Overview of melody morphing method.
When calculatingT, ™ Tg by extracting the largest

common part ofT and Tg In a top-down manner, the ;g step selects and abstracts a note which hafewrest
result may change depending on Whether or npt thﬁumber of dots in the difference information. Thenbers of
octave notes such as C4 and C3 can be distinguithed dots can be acquired from the GTTM analysis refgjtdf
we discriminate octave notes, G4C3 will be emptyL . two or more notes have the fewest dots, we seeditst one.
On the other hand, if we do not discriminate octav
notes, the result is just C, which abstracts thewec
information. We regard a note and the octave rotset
different notes, because processing is difficulttie ~ Subsumption relations hold as follows for the tispen
octave information is not defined. trees T constructed with the above algorithm.

TA '—ITB ETCn ET E"'ETCZETClETA

Cn-1

Step 2: Abstraction of notes in the differencenmiation

eStep 3: Iteration
Iterate step 2 times.

3.3. Melody division reduction

We consider that there are features without theroth " Figuré 5, there are 9 notes includedjrbut not included
melody in the difference information Gf, and Tg. in_ Ta n Te. Thereforg, the value of n is 8, and we can aequir
Therefore, we need a method for smoothly increasing ©ght kinds of melodie€m (m=1,2,...,n) betweef, andTa
decreasing the features. The melody divisionaleton ™ Te. Hence, melodmis attenuates features that only have
method abstracts the notes of the melody in thénelody A without melody B (Figure 6).

difference branch of the time-span tree by applythngy

In the same way, we can acquire melody D ffigmand
abstraction described in Section 2.1. y q y

Ta ™ Tg as follows.

In the melody divisional reduction method, we can T, 1T, % T, % T,
acquire melodie€m (m=1,2,...,n) fromTyandT, N Tg,

by following algorithm. The subscriph of Cm indicates 3 4. Combining two melodies

the number of notes in the difference informatidrine o ) )
time-span trees that are includedTi, and not included We use the join operator to combine melodies C @nd

; which are results of the divisional reduction uginge-span
iNnTy M Tg. . . .. .

. _ tree of melodies A and B. The simple join operéonot
Step 1: Decide the level of abstraction sufficient for combiningTc and Ty, becauseTc U Tp is not

A user deC-ideS the parametet:hat determines the level a|WayS a monophony'lfc andTD are monophonies_ In other
of abstraction of the melOdjL is from 1 to the number WordS, the result of the Operation has chords wihernime-
of notes in the difference information of the tisgan  span structures are overrides and the pitcheeofdtes are
trees that are included iy but notincluded ifa 1 Ta.  different; therefore, the result violates conditioin section 3.
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In order to solve this problem, we introduce a ggdec
operator [n1, n2], which indicates note nl or mi2e as
a result of n1v n2. Then, the result ofc U Ty is all
combinations of monophonies made by the operators.
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Figure 6. Melody divisional reduction.

4. EXPERIMENTAL RESULTS

We tried to determine whether melody C, which is th
morphing result of melodies A and B, is their
intermediate. Namely, we tried to determine whether
melody morphing method fulfils condition 1 at the
beginning of section 3. To measure the similarity
between A and B, A and C, and B and C, we used the
following R\(A,B), defined by Hirata [8], which
indicates how much information is lacking from the
melodies as a result of the meet operation.

_ |mest(AB), )

A s, I8,

where Ay indicates the number of notes in melody A.

We use 10 pairs of sample melodies A and B, and as
result of confirmation, our morphing method meets
condition 1 in Section 3 for any parameter sét,GindLg.

5. CONCLUSION

We devised a melody morphing method based on GTTM,
which makes it possible to construct an intermediat
melody between one melody and another melody.
Experiment results show that the morphed melodies a
intermediates of the input two melodies accordmghie
similarity defined by Hirata [8]. In fact, we do tthink
that current experimental results are not enougiupport
our claim that the morphing method proposed méwedts t
conditions listed in Section 3 under the new metric
defined in Section 4. Since we however believe that
method has a potential to support the claim, weldvike

to conduct another experiment to show justificatidile

are now planning to extend the method to polyphony,
because we have thus far restricted it to monophony
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